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M etadata and the World WideWeb

Tony Gill

I ntroduction

Few people would argue with the assertion that cataogs are useful tools for managing
collections of items, and that their usefulness increases proportionatey with the size of the
collection being managed. A catdog of concise, wel- structured descriptions of theitemsin a
collection should aways be easer to manage than the collection itsdlf, Snce it should provide
both a didtillation of the collection in terms of volume and a consstent, easily-understood
structure. However, perhaps fewer people appreciate that the act of cataloging a collection
isactually aprocess of knowledge representation.

Designing a cataog for a collection is ultimately a philosophical problem solving exercise; it
is an attempt to determine the most Sgnificant attributes or properties of theitemsin the
collection, so that the essence of the items can be captured as concise descriptions. These
concise descriptions then represent the items in the catalog, and provide a route back to the
items themsalves. The catalog should be much easier to search, sort and browse than the
collection itsdlf, provided that sufficient congstency in the structure and content of the
descriptionsis achieved, because it contains only the most essentia information
characterizing the items in the collection.

Computers are innately wdll-suited for managing catadogs; in fact, it could be argued that
storing and manipulating large collections of structured data is a core component of their
raison d’ étre. Database management systems have been used to store every conceivable
type of catdog, from mailing ligts to stock inventoriesto museum collectionsto library
holdings, since they werefirst developed.

Computers have dways employed catdogs interndly as well, to keep track of different
discrete data objects. In order to function correctly, they must keep an accurate record of
theidentity and location of every item of data Stored in the various memories. For example,
the operating system of a computer uses a catalog cdled the File Allocation Table to Store
the names of files and their physicd position on adisk.

Thistype of data catdog is itsdlf stored by the computer as data, a recursive relationship that
has resulted in it being referred to as“ metadata.”
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Many introductory articles about metadata begin by defining it smply and economicaly as

“ data about data,” in an atempt to demystify aterm that is used considerably more often
than it isfully understood. This concise and accurate definition is often then incorrectly
generdized, either implicitly by the reader or explicitly by the author, to mean “ information
about information.”

The unhelpful result of this undoubtedly well-intentioned semantic lenience is thet the term
“metadata’ is now increasingly used in contexts where the term “datal would have sufficed
just afew short years ago (for example, descriptions of people, objects and events), often
resulting in confusion and misunderstanding.

Thisvariety of interpretations of the term “metadata’ is not atogether surprisng — it is
formed from two root terms that have both been adopted and re- purposed by practitioners
of diverse disciplines over saverd millennia, ranging from epistemology and metephysicsto
chemistry and computer science.

The usage of the term “metadata’ in the context of this essay will borrow and synthesize
meaning from the disciplines of both computer science and philosophy. Computer science
provides auseful congraint for the concept of “data’, by limiting it to the realm of discrete
identifiable pieces of digitd “computer datd’ — certainly il afairly aostract concept, but
consderably less so than the more generd interpretation of data as facts or assertions used
for anadysis and inference. Philosophy, specificaly metaphysics, provides the example usage
of “meta’ as a prefix to denote an dternate or second-order kind of relationship between
two similar types of entities, and the underlying notion of the essentid attributes that make up
ametadata description.t

So, moving from the absiract redlm to the practicd, the term “metadata’ in the context of
this essay refers to structured descriptions, stored as computer data, that attempt to
describe the essentid properties of other discrete computer data objects—specificaly, the
data objects that make up the information on the World Wide Web, the world's largest and
fastest-growing collection of data.

TheRiseand Rise of theWorld WideWeb

It isimpossible to determine the exact size of the World Wide Web; it has grown so large,
50 fast, and is so impenetrable to practical survey methodologiesthat it has effectively
transcended our &bility to measure it with any degree of precison.

However, dthough the actua numerica quantitieswill never be entirely accurate and are

ingtantaneoudy out of date, carefully- designed surveys carried out a regular intervas can at
least provide some ingght into the trends in Web growth and usage over time.
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The most recent Netcraft survey,2 carried out on 1 April 2000, received responsesto HTTP
requests for server names from 14,322,950 “sites,” where asite in this case represents a

Growth in the Number of Web Sites
54 month period between October 1995 and April 200
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unique hogtname such as http: //www.hostname.com or http://mwww.hostname.org. Thisis
an abitrary but smple approximation for the total number of Web stes that counts different
hostnames on the same | P address as separate, but does not count separate distinct Web
Stes that share the same hostname: For example, http: //mwww.hostname.conVmyWeb site/
and http://mwww.hostname.comvyour Web site/ would not be counted separately.

To put this number into context, asimilar type of survey conducted by Mathew Gray of the
Massachusdts Indtitute of Technology found just 130 Web hostsin June of 1993; the Web
grew by nearly eight million percent in less than seven years:?

The number of hostsis only one metric for determining the Size of the Web, however; there
have aso been anumber of attempts to count the number of individua pages available. The
most recent attempt at the time of writing isthe Inktomi WebMap,* ajoint survey by the
search engine company Inktomi and the NEC Research Ingtitute, which announced in a
press release dated 18 January 2000 that the Web contained in excess of one billion unique,
indexable documents.> This does not include duplicate documents on mirror servers or
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documents that are “hidden” from Web crawlers, such as documents that are dynamically
generated by querying underlying databases or that require some kind of user log-on.

A Selection of Web Facts

The Tenth GVU Web Survey,® conducted in October 1998, found that 85% of
respondents used search engines to find information on the Web, making it the second
most common way of finding content (the most common method, used by 88%, isto
follow hyperlinks from other pages).

The survey by Lawrence & Gilesfound that, of the 15 terabytes of data that made up
the estimated 800 million pages of the publicly indexable Web in February 1999, only 6
terabytes (40%) contained useful text after removing HTML tags, comments, and white
space.’

The same 1999 survey found that the mean number of Web pages per server was 289
and that search engines were more likely to index pages that were accessed vialinks
from other pages.

According to the results of asurvey by Alexalnternet at the end of 1999, 80% of Web
treffic isdirected at just 0.5% of sites, with the top 5 sites (Y ahoo, Microsoft, Excite,
eBay, and AltaVigta), Disney (Go.com), and AOL accounting for one dlick in five?
Asof April 2000, new domains were being registered at arate of one per second.®

Finding Needlesin a Global Haystack

In view of the huge sze and explosve rate of growth of the World Wide Web, it is clear that
catalogs of some kind would be invauable in helping users discover rdevant information
resources. Unfortunately, neither the Internet nor the World Wide Web were origindly
designed with the cataloging of their contentsin mind; the TCP/IP suite of network protocols
that enables the basic infrastructure of the Internet to function is solely atransport layer,
concerned with getting packets of datafrom one point to another as quickly and reliably as
possible, whereas the Hyper Text Transfer Protocol (or HTTP) only dedls with the ddlivery
of hyperlinked World Wide Web information.

This means that the existing network protocols do not provide any dedicated support for
locating specific information resources available on the network. This sorry state of affairs
fdlsvery short of the vision of the Memex, a comprehensive and affordable persona
reference and research tool originally proposed way back in 1945 by Vannevar Bush,
believed by many to be the precursor of hypertext.1°

The disgppointment of the hypertext community with the World Wide Web is clearly

illugtrated by this quote from Ted Nelson (the man who first coined the term “ hypertext” in
1965), delivered at the Hypertext 97 conference:
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The reaction of the hypertext research comnmunity to the World Wide Web is
like finding out that you have a fully grown child. And it's a delinquent.**

Unsurprisingly, tools designed to address the resource location problem and help make
sense of the Internet’ s vast information resources started to appear soon after the launch of
the first Web browsersin the early 1990's, for example, Tim Berners-Lee founded the
WWW Virtua Library? shortly after inventing the Web itsdlf, and Y ahoo! 13, Lycos,** and
Webcrawler!> were al launched during 1994.

Thetools currently available to help users find Web resources are many times larger and
more powerful than their 1994 predecessors — they have to be, in order to keep up with
the explosive growth in both the amount of information available and the number of users
accessing it. However, there are ill only two principle classes of Web resource locating
tools: directories and search engines.

Directories are listings of network resources created by rea people, who sdect, catdog and
classify Web resources that they fed are appropriate for their congtituency, based on factors
such as accuracy, authority, and currency. Directories can either be general in scope, such

as the World Wide Web Virtud Library and Y ahoo!, or they can specidize in particular
subject aress, such asthe Art, Design, Architecture & Media Information Gateway
(ADAM)'¢ and the Edinburgh Engineering Virtud Library (EEVL).1" Directoriestypicaly
provide access to the resources they have cataloged both by searching and by browsing a
hierarchical st of subject headings.

Search Engines, often called “ spiders,” “crawlers’ or “robots,” are automated systems that
continuoudy traverse the Web vigiting Sites, saving copies of the pages and their locations as
they go in order to build up ahuge catdlog of fully-indexed pages. They typicdly provide
powerful searching facilities and extremely large result sets, which are rdlevance ranked
(usng dosHy - guarded proprietary agorithms) in an effort to make them usable.

In recent years some hybrid approaches have started to appear — for example, the
Northern Light'® search engine, which atempts to automaticaly cluster resultsinto
dynamicaly-generated “ Custom Search Folders’ according to subject, type of document,
source or language, giving the kind of hierarchica organization of results more usudly
associated with directory services.

However, there are serious problems with both the directory and search engine approaches.
Human mediated directories generally provide good search precision at the broad subject
level, and are normaly considered to provide higher-qudity information overal because of
the human intervention in the indexing and classification process. However, thismediation is
acodtly, labor-intengve process thet is not sufficiently scaleable to provide comprehensive
up-to-date coverage of the whole Web, much of which is highly trangent.

Another problem with the hand- crafted approach to cataloging Web resourcesis deciding
upon the granularity of the resources to be described; should descriptions be created for
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Web stes as awhole, or should each page be cataloged individualy? Clearly, a cost- benefit
tradeoff will dways need to be made.

The crawler-based search engines dso suffer from a number of serious problems; which
dfect their ability to provide an index that is both comprehensive and current, and the
likelihood that users will find what they are looking for even if it has been indexed:

Increasingly, information on the Web is being generated dynamicaly from
databases in response to user input. This informeation is sometimes referred to as
“the hidden Web,” becauseit is beyond the indexing reach of the Web
crawlers.

The Web crawling components of the search engines are fully automated, which
means that the indexed Web resourcesare selected by software agorithms
rather than people, and are therefore variable in both quality and depth of
indexing.

The Web indexing playing fidd is not alevel one: Recent research suggests thet
“ search engines are typically more likely to index US sitesthan non-US
sites (AltaVista is an exception), and more likely to index commercial sites
than educational ones.” *°

Searching large autométically-indexed databases often resultsin extremely large
results sets, which are frequently unusable despite increasingly sophisticated
information retrieva tools, relevance ranking procedures and context-aware
atificd intdligence dgorithms.

Asthe volume of information on the Web continues to increase exponentidly,
the amount of network bandwidth (information-carrying capacity) required by
the crawlersin order to maintain current and comprehengive indices could
eventually reach unacceptable levels, ethical “codes of conduct” for Web
crawlers have dready existed for some years.

The search engines seem to be showing sgns of drain in attempting to keep up with the
explosive growth of the Web. Steve Lawrence & C. Lee Giles of the NEC Research
Center conducted a scientifically rigorous survey of the search engine' s coverage of Web
content in February 1999.

Thefindings of their survey, published in the peer-reviewed journa Nature, suggest thet the
combined coverage of the 11 search engines used for the study was about 42% of the total
number of unique indexable pages on the Web (i.e. not including the ever-expanding
“hidden Web”), with no search engine indexing more than about 16%. In summary:

Our results show that the search engines are increasingly falling behind in
their efforts to index the Web." %

The publication of these findings subsequently seemed to prompt the search engines both to
increase the size and currency of their indices, and to sart quoting ever-larger numbers of
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the pages vidted in order to generate their indices. As Danny Sullivan observesin the March
2000 issue of the Search Engine Report:

One of the latest trends these daysisfor crawlersto flaunt both how many
pages they havein their index plus the larger number of pages visited to
create that index. [..] Why have dual numbers returned? Because no matter
how big your competition is, the Web is even bigger **

However, despite these renewed efforts by the search engines (according to Sullivan,
Inktomi claimed to have an index of over 500 million pagesin April 2000%?), the outlook for
their ability to keegp up with the growth of the Web in the long term is not promising.

Cataloging the Web

Although initidly it appears that both directories and search engines suffer from different
types of problems; it seems dear that most if not al of the difficulties are the result of
ambitions which are likely to prove untenable in the long term; the Web is smply too big for
any single organization or service to catal og, irrespective of whether they use people or
computers to generate their indices.

If there is asolution to the problem of resource discovery on the Web, it must surdly be
based on a distributed metadata catalog modd. Ironicaly, the WWW Virtud Library uses
just such adigtributed mode; however, the dtruidtic efforts of its volunteer curators have
proved insufficient to keep pace with the growth of the Web.

The necessary technical protocols for creating distributed meshes of resource discovery
databases, such as 239.50 and WHOIS+H+, are dready available— interoperability a a
technical leve isno longer asgnificant problem

What is required now is the widespread adoption of standards for metadata structure,
content and authentication that will alow secure interoperability on the semantic level.
However, before discussing the specifics of the metadata standards currently available, it will
be helpful to consider in more detail some of the specific gpplications that metadata can be
used for, and some of the more problematic issues that arise in the description of networked
resources.

Metadata Applications and Issues
Clearly, the information structure and content of Web metadata records should capture the
essence of the Web resources they describes and facilitate the various tasks for which the

metadata was devised.

Unfortunately, thisis the point where rea-world complexities sart to intrude; with such a
large collection of information objects to describe, spanning the breadth and depth of human
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knowledge and crestivity, and with tens of millions of users, the number of potentia
goplications for Web metadatais limited only by the imagination. Consequently, consensus
on the most appropriate structure and content for Web metadata remains elusive, despite
sgnificant efforts worldwide; some of the more significant descriptive standards resulting
from this metadata research are described below, and esawhere on this Site,

The most common application of Web metadatais generaly referred to as*resource
discovery,” because the metadataiis intended to assist Web users discover the information
they are looking for; the avail ability of consstent, accurate and well- structured descriptions
of Web resources could enable much greater search precison and more accurate relevance
ranking of the large result sets typicaly retrieved by search engines, for example.

Once potentialy useful candidate resources and their locations have been identified,
metadata can aso be used to provide short descriptions or evauations that can help the user
determine the relevance of the resource, or information about any access restrictions or
rights implications that may prohibit the intended use of the information. Whether or not
these applications are intrinsic parts of the resource discovery process or arein fact separate
gpplications of Web metadata remains the subject of debate.

Metadata is aso often used in the management and adminigtration of digital networked
resources, this type of “administrative metadata’ is essentia for ensuring that \Web resources
are kept up to date, for example, or are free of rights restrictions that may prohibit ther
digtribution over the Internet.

One of the more interesting consequences of the metadata research taking place around the
globeisthat effective catdoging, historicaly percelved as an arcane art practised only by
librarians, museum curators and achivigts, is now becoming an issue for amuch wider
community.

Acceptance of theimportance of controlled vocabularies and formd classification schemes
is becoming increasingly widespread — afact that most experienced catal ogers have taken
for granted for decades (notwithstanding the fact that the sheer diversity of information on
the Web is highlighting the shortcomings of the existing taxonomies for organizing the sum of
human learning?).

However, the sheer scale of the Web as an information space will require new applications
of the old tools and skills, such as the use of thesauri by software for automatically
expanding usars queries to include synonyms or even trandations of the query termsinto
dternate languages, or mappings between different classfication schemes and terminology
authorities.

Smilarly, the fact that a diverse range of vocabularies and classification schemeswill need to

coexig in the same vast information space means that computers must be able to identify the
source authority for terms or classmark; consequently, schema registries will berequiredin
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order to define namespaces and thereby ensure that the labels used to identify the various
authorities are unigue and unambiguous.

While there are undoubtedly many lessons thet can and should be learned from the
traditiond custodians of information, there are dso a number of new chalenges unique to the
pandisciplinary, transgloba, multilingual and multicultural networked environment of the Web
that will require fresh gpproaches and new solutions.

For example, deciding upon the most appropriate granularity for the resource descriptions
is another issue that the would-be Web catd oger must address: How much detail about a
Web resource should a catalog record contain? How mary catalog records should be
cregted for a given Web resource? Increasing user expectations regarding retrieva
cgpabilities, combined with the flexibility and diversty of the hypertext information
environment, jointly conspire to render the analogy between Web catd oging and
bibliographic catdoging only partidly vaid. No longer content with the treditiond “author,
title, keyword” searches offered by library catalogs, users now expect to be able to search
for words or phrases appearing within the body text of Web resources. A hybrid approach
that incorporates hand -crafted Site-level descriptions produced by skilled cataogers and
augments them with automated full - text indexes, could provide the most effective solution
providing the results are relevance ranked accordingly.

Ancther sgnificant conceptud difficulty arises from the need to describe the relationships
between networked resources and other objects: What exactly should metadata describe?
Strictly speaking, metadata should describe the properties of an object which isitsdlf deta,
for example a Web page, a digitad image or a database— which is andogousto the
librarian’ s practice of cataoging “the thing in hand.” For networked resources, however,
these properties are often not very interesting or useful for the purposes of discovery; for
example, if aresearcher isinterested in discovering images of famous artworks on the Web,
they would generdly search using the properties of the origina artworks (e.g. CREATOR =
Picasso, DATE = 1937), not the properties of the digital copies or “surrogates’ of them
(eg. CREATOR = Scan-U-Like Imaging Labs Inc., DATE = 2000-02- 29).

Both the “granularity” and “surrogacy” problems have at their root the need to describe the
relationships between different oljects (not al of which will exist on the Web) inthe
various records describing those objects, for example, arecord describing a Web page
within a ste should indicate its membership of the Site, and a scanned image of a Picasso
painting on the Web should identify the painting from which it was derived.

Of course, none of the problems described above are new—the traditiond guidesto
information resources, such aslibrarians, museum curators and archivists, have been
wrestling with the seemingly-impossible task of “Modeing the World” in order to describe
information resources for decades. But the urgent need to catal og the Web has made these
fundamentdly episemologica issues sgnificant for a new and much larger community.
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Tools for Web Cataloging

Over the last few years, a plethora of tools for cataloging the Web have appeared — most
of them Web-accessible themselves.

Some tools smply provide basic metadata creation and editing festures, alowing
syntacticaly-correct metadata records to be created and edited manudly without the need
to understand the complexities of the various encoding syntaxes. Other tools provide more
sophidticated features, such as the ability to convert between different metadata formats or
automatically extract embedded metadata from Web pages, some tools even attempt to
generate metadata automaticaly by making inferences from the contents of documents. A
detailed list of metadata: related tools is maintained on the Dublin Core Web ste.?

In addition to hogting the Dublin Core Web site, OCL C aso operates a developing service
caled CORC?* (Cooperative Online Resource Catalog), that provides an indgght into how
the various Web cata oging tools can be provided in an integrated system to support the
crestion and maintenance of a collaborative Web resource catalog. CORC provides a suite
of Web cataloging tools that can be used by participating librarians to add to the centra
shared CORC database, which at the time of writing contained 229,075 resource
descriptions.

Standardsfor M etadata on the Web

In order for metadata to be as useful and cost-effective as possble, it is essentid thet its
Structure, semantics and syntax conform to widely supported standards, so that it is effective
for the widest possible congtituency, maximizes its longevity and so that processing can be
automated asfar as possible.

Three metadata standards efforts are particularly pertinent in the Web context: The
“keyword” and “description” meta tags as implemented by the search engines, the Dublin
Core Metadata Initiative, and the Resource Description Framework. These are discussed
below.

Search Engine Meta Tags

The AltaVigta search engine origindly popularized the use of two smple metadata € ements,
“keywords’ and “description,” that can be embedded in Web pages by their authors using
the HTML metatag. The origina intention was that the “keyword” metadata could be used
to provide more effective retrieval and relevance ranking, whereas the “ description” would
be used in the display of search rests to provide a more accurate summary of a Web
resource.
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With the exception of meta tags that are automaticaly (and somewhat pointlesdy) inserted
into Web pages by authoring tools such as the “generator” tag, “keywords’ and
“description” are now the most commonly- used meta tags on the Web. The Lawrence &
Giles 1999 survey? ascertained that they were used in the homepages of 34% of sites, for
example.

Unfortunately, many of the mgor search engines have now stopped using metatagsto
improve relevance ranking, and some have even stopped indexing meta tags, because of the
increase (or at least the perceived increase) in meta tag spamming or spoofing. Metatag
gpamming is the term given to the deliberate misuse of meta tagsin order to boost aste's
ranking in search results, for example by repeeting keywords hundreds of times or by using
sexudly-explicit keywords. The following policy statements are from the Web sites of
AltaVidta, Excite and Northern Lights respectively:

Why aren’t METAtags given preference? Consider the opportunity for abuse
and spamming. [..] Basically, METAtags are a band aid to help you deal with
pages that don’t state what they are about in clear text, right up front. Do it
right to begin with, and you don’t need METAtags at all. You'll get far better
results in terms of search engine traffic that way”®

Unfortunately, meta tag information is not always reliable. It may or may not
accurately reflect the content of the site. In general, our spider does not honor
metatags. This meanswe do not index the content of the meta tag.?’

While our crawler does make note of META tags, Northern Light does not
assign any particular relevance to words contained in META tags, nor do we
use them to control descriptions on our results list?®

According to Search Engine Watch,?° the only search engines that use the “keywords’ meta
tag to provide more effective relevance ranking are those based upon the Inktomi search
engine (Inktomi lists America Online, Freeserve.net, Goto.com, LookSmart, HotBot, MSN
and Y ahoo! among its customers). Inktomi claims that their search engine can detect
common spamming techniques, and “pendizes’ documentsiit suspects of containing
ingppropriate metadata by ranking them lower 2°

The “description” tag is dso used by some search engines (e.g. AltaVigta, Inktomi, Excite)
to provide more naturaistic descriptions of Sites in results displays, when compared to the
automatically generated summearies from the first few lines of the document thet are generdly
used otherwise.

Although the search engines dl have different gpproaches with respect to metadata and
relevance ranking, they appear to have one characteristic in common—they al use the
contents of the HTML <TITLE> tag asthe angle mog sgnificant factor in the ranking of
result sets.
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Dublin Core

The Dublin Core Metadata Element Set®! (ak.a. “Dublin Core” or just “DC”) isa set of 15
information eements that can be used to describe awide variety of information resources on
the Internet for the purpose of smple cross-disciplinary resource discovery. The 15
elements (described in more detail esewhere on thisSite) are:

Contributor, Coverage, Creator, Date, Description, Format, Identifier,
Language, Publisher, Relation, Rights, Source, Subject, Title, and Type.

The 15 eements and their meanings have been developed and refined by a group of
librarians, information professonds, and subject specidists through an ongoing consensus-
building process that has included seven international workshops to date and an active
mailing lig32

From the outset, the development of the Dublin Core element set has been underpinned by a
number of guiding philosophies

The dements must be smple to understand and use, so that any cregtor of
networked resources would be able to describe their own work without
requiring extensive training.

Every dement is both optiona and repestable.

The dements should be internationd and cross disciplinary in scope and
applicability.

The dement set should be extensible, to dlow discipline or task-specific
enhancements.

The most important strategic application of the eement set would be for
embedded descriptions of Web resources, created by the resource authors,
which meant a syntax that could be accommodated within HTML’s <META>

tag.

Early adopters of the Dublin Core soon encountered the types of problems discussed in the
previous section, which have resulted in anumber of additiona extensions and refinements
to the mple core element set:

The Warwick Framework,*® a conceptual container architecture for diverse
heterogeneous metadata packets; prototype SGML and MIME
implementations of the Warwick Framework have been developed, but perhaps
the mogt important contribution of this work is the formdization of requirements
that led to the development of the Resource Description Framework (discussed
below).

Interoperability Qudlifiers that can be used either to refine the semantics of the
element or to provide more information about the encoding scheme used for an
element'svaue.
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Acknowledgement of the 1: 1 Principle, which states that the most robust
solution to the granularity and surrogacy issues described previoudy isto use
Separate metadata “ sets’ or “ packets’ for each discrete object (item or
collection, network resource or otherwise), and to describe the relationships
between them using an enumerated list of relationship types.

There are now a number of large-scae deployments of Dublin Core metadata around the
globe — the officid Dublin Core Web site ligts15 in North Americaand Mexico, 27 in
Europe and 12 across Asaand Audtraia3> Some of these initiatives are on anaiona scale,
for example the Austrdian Government Locator Service®® and the CCTA Government
Information Service in the UK, open.gov.uk 3’

However, dthough sgnificant progressin raising awareness and increasing deployment of
the Dublin Core has been made over the last few years, thereis still along way to go before
it can begin to deliver on its promise of better resource discovery on the Web. The
Lawrence & Giles 1999 survey,® for example, found that only 0.3% of Web sites contained
Dublin Core metadata. This poor uptake, in global terms at least, is undoubtedly due &t least
in part to the reluctance of the major search engines to support Dublin Core:

Search engine support is crucial for success, as demonstrated by the lack of
support for the existing Dublin Core meta tags. [..] Practically no one uses
these tags, and the reason why is because none of the major search engines
does anything with them. They don't index them, nor do they provide a way to
search within the Dublin Core meta tag fields.*

Another factor that has hindered the widespread adoption of Dublin Core metadatais the
length of time it has taken to reach consensus on gpproved Interoperability Qualifiers.*°
Qudifiersfor refining dement semantics and identifying forma encoding schemes were
origindly proposed as the “ Canberra Qudlifiers’ 4t during the fourth Dublin Core Workshop
in Audrdiain March 1997, but the initid set of gpproved qudifiers was not formaly
accepted as part of the Dublin Core “registry” until April 2000, more than three years later.

Thelengthy delay in reaching consensus on qudifiers was certainly not caused by alack of
effort or commitment from those involved; the Dublin Core Metadata Initiative is a voluntary
internationa standards effort, and the participants regularly donate significant time and
resources to the cause of improved Web resource discovery.

Notwithstanding the effort required to reach international cross-disciplinary consensus on
any topic, the intellectud difficulty in reaching agreement on qudifiersis partly the result of
well-intentioned attempts to goply Dublin Core far more broadly than what it was originaly
designed for — smple discovery of “document-like objects’ on the World Wide Web.

CIMI, the Consortium for the Computer Interchange of Museum Information, conducted a

detailed two- phase investigation into the utility of Dublin Core metadeta over a three-year
period. Starting in 1998, Phase | looked at smple unqudified Dublin Core for museum
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information resource discovery, whereas Phase |1 extended the “testbed” to include the use
of qudified Dublin Core metadata for the interchange of richer descriptions between
museums.

CIMI found that the unqudified implementation of the Dublin Core Metadata Element Set
could be an effective tool for the coarse-grained discovery of museum information resources
in across disciplinary networked environment, particularly if the recommendeationsin the
CIMI Guideto Best Practice were followed.*?

However, CIMI dso found that Qudified Dublin Core (DCQ) could not be recommended
for information interchange within the museum community, because it could not support the
rich descriptions that museums need to share. Thiswas due to a combination of constraints
imposed by the underlying data modd of the eement set, which was originaly designed for
the description of text- based Web resources, and the " dumb-down™ rule for the application
of “semantic refinement” quadlifiers, which stipulates that qualifiers can refine but not extend

the semantics of any given dement.

Regardless of the success or falure of the Dublin Corein its current guise to be widdly
adopted for resource discovery on the Web, the Herculean and ongoing effort has resulted
in addiverable that could prove even more sgnificant in the long-term — internationd,
cross-disciplinary consensus on the key requirements for effective resource discovery on the
Web.

Thelessonslearnt in the Dublin Core Metadata Initiative have helped to build the
foundations of another metadata standard: the Resource Description Framework.

Resource Description Framework

The Resource Description Framework,*® produced as part of the World Wide Web
Consortium’s Metadata Activity, is a metadata application of XML ,* the Extensble
Markup Language, the successor to HTML and the future language of the Web. Its
development was informed by previous work such as PICS* (Platform for Internet Content
Sdection), the Dublin Core/Warwick Framework initiative, and the metadata activities of
major software vendors such as Microsoft and Netscape.

The Resource Description Framework is built upon asmple but robust data mode that
alowsresources to be described in terms of their properties. The values of the properties
can be either atomic in nature, such astext strings or numbers, or they can in turn be other
resour ces, which can have properties of their own.

Thisdatamodd is often depicted visudly using atype of diagram cdled adirected |abeled
graph, also known as a node and arc diagram. A generdized example of an RDF
description could take the following form (dl of the examples and diagramsin this section
are based heavily on Eric Miller's excellent examples'):
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DC:Creator
Document 1 } Property TypeZ

—

Person_001
</

CARD:Emaill CARD:Affiliation
Fropgry | /Types
DC:Title y Y CARD:Name <
Property'ypel ) a ylype4
| "tony.gill@notes.rlg.org" J "RLG"

"Atomic Value" "Atomic Value"
"Metadata and the World Wide Web" "Tony Gill"
"Atomic Value" "Atomic Value'

Asthe nameimplies, RDF isaframework for resource description; it has to be adapted in
order to serve specific communities or applications through the use of RDF Schemas, which
use the XML Namespace mechaniam to unambiguoudy identify the particular semantics of

the property types*’

To illugrate this by example, a description of this essay and its authorship could feasibly be
described using two RDF Schemas, each based on a different metadata standard with
different semantics, Dublin Core dement definitions could be used for the description of the
Web document, whereas the semantics of the dementsin the vCard*® scheme could be used
to describe the properties of the author. In this example, the namespace mechanism is used
to specify that property types prefixed with “DC” refer to Dublin Core dement semantics
and those prefixed with “CARD” refer to vCard semantics:

Using this highly extensible and robust logica framework, rich metadata descriptions of
networked resources can be created that draw on atheoretically unlimited set of semantic
vocabularies. Interoperability for automated processing is maintained, however, because the
drict underlying XML syntax requires that each vocabulary be specificaly declared usng the
namespace mechaniam.

In effect, RDF isa practical implementation of the Warwick Framework, in thet it supports
the coexistence of heterogenous “ packets’ of metadata, but it could in principle accomplish
much more than the Warwick Framework set out to achieve — RDF could enable the Web
to evolve into agloba semantic network.

Metathreats and M etaoppor tunities

Itisjust two years since this essay was firgt published, and athough much progress has been
made in terms of the standards and tools to support the deployment of metadata on the
World Wide Web, practical solutions to some of the underlying socid, politicd and
economic problems remain eusive.
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This should not be too surprisng — factors such astrugt, privacy, authenticity, and authority
have aways been criticaly important in the dissemination of information, and the ease with
which the Web dlows information to flow exacerbates the need to address these issuesin
the networked environment.

It can no longer be argued that the lack of metadata on the Web is caused by alack of
standards; arange of usable metadata tandards are now available, from smple search
engine “keyword” and “ description” tags, to a comprehensive architecture for creating
interoperable knowledge representations. Nor can alack of tools be blamed.

Creating good metadata requires time and money, but there islittle incentive for content
crestors to expend much of either on the crestion of metadata descriptions, because many
search engines don't use them. The metadata that does exist, most of which is creeted in
good faith, is not being used by search engines because they cannot rely on it to provide
accurate and faithful descriptions. The missing ingredient is trust, without which the Web's
resource discovery cake has a bitter taste.

Traditiondly, publishers who made fraudulent claims or who published mideading
information would end up facing ether legd action or bankruptcy, or possibly both. Most
nations have extensve legd provisonsfor deding with libd, theft of intellectud property,
publication of offensve maerias, fase advertising etc. in the traditional publishing industries.

In fact, there have been a number of lawsuits over disputed uses of Web metadatat® in
recent years, most notably a series of casesinvolving Playboy Enterprises as both the
plaintiff and the defendant. So far, the judgments in these cases appear to have been rationd
andjust.

However, recourse to traditiona legd measuresis costly and time- consuming, particularly
across international boundaries, and the world's judicia systems areill-equipped to keep up
with the pace of technologica change in the networked environment.

Ultimately, the architects who are responsible for the ongoing development of the Web are
aso respongible for enabling the exchange of trust in the Web environment — governments
and legd systems do not have the right skills or resources to accomplish this without
resorting to restrictive, heavy-handed measures.

Fortunately, various congtituencies within the Web developer community are fully aware of
this responsibility, as evidenced by the current and emerging technologies to support digital
signatures based on public key infrastructures such as VeriSign's Digita 1D, >° the CREN
Certificate Authority Service, > and the W3C's XML-Signaureinitiative.5?

Thewidespread adoption of digita sSgnatures will ultimately enable metadata descriptions of

Web resources to be digitally sgned—the Resource Description Framework has been
designed from the outset to support digitally-signed descriptions, for example.
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Once the authority and authenticity of metadata descriptions can be easly and religbly
edtablished, search engine and portd providers will be much more willing and enthusiagtic to
use them to enhance the resource discovery service they provide for their users.

Some search engine and portal builders may want to produce their own metadata
descriptions, Since they can then exercise editorid control over the style of description, the
indexing techniques and the classification or rating methods. However, if they are not familiar
with cataloging, they will rapidly discover that there's alot more to the art of description than
meets the eyel

Museums, libraries and archives, however, have long been expert in the business of
capturing, authenticating, and making sense of knowledge through the description of objects
and collections, and have been trusted as providers of accurate, impartia information for
centuries. In addition to the vast repositories of high-quality knowledge they possess, they
aredsrichin thelesstangible currencies of trugt, credibility and authority.

The availahility of arobugt, secure, and semanticdly-powerful metadata architecture will not
only dlow "memory inditutions'® such as museums, libraries, and archives to more
effectively meet their own inditutional missonsin providing accessto ther informetion
treasures; it will also empower them to fulfil arole as trusted, nonpartisan guides to the best
information the Web hasto offer, and thereby act as guardians of our shared cultura record.

Presumably man's spirit should be elevated if he can better review his shady
past and analyze more completely and objectively his present problems. He
has built a civilization so complex that he needs to mechanize his record more
fully if he isto push his experiment to itslogical conclusion and not merely
become bogged down part way there by overtaxing his limited memory. His
excursion may be more enjoyable if he can reacquire the privilege of
forgetting manifold things he does not need to have immediately to hand, with
some assurance that he can find them again if they prove important.>*
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