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ABSTRACT

Hypermedia has emerged as a primary means for storing
and structuring information. Yet, due to the continuously
increasing size of these infrastructures, it is getting ever
difficult for users to understand and navigate through such
sites. We see that in order to overcome this obstacle, it is
essential to use techniques that recover the Web authors’
intentions and superimpose it with the users’ retrieval con-
texts in summarizing Web sites. Therefore, in this paper,
we present a framework which uses implicit associations
among Web documents which considers three factors: (1)
document separation (by the number, type, and content
of the likes); (2) connectivity; and (3) document content.
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1. INTRODUCTION

In this paper, we present a framework for discovering im-
plicit associations among Web documents and describe its
use for creating Web site summarizations. What differen-
tiates our work from related work in the literature is that,
we are not only interested in discovering the existence doc-
ument associations, but also in inducing the reasons why
they are associated. Knowing these reasons, among other
things, is essential in (1) in creating Web site maps that
matches Web designers’ intentions and (2) in superimpos-
ing the logical structure of a Web site with the context
provided by a visitors interests.

Given two web pages, A and B, we see that following two
guidelines, along with the actual content of the pages, can
be used to identify why they are associated:

1. Pages on a shorter path between A and B are
stronger indicators than others to reflect why A
and B are associated.

2. Pages which appear on more paths between A
and B should be stronger indicators than others
to reflect why A and B are associated.

A web page which satisfies both of the above criteria (i.e.
near seed URLs and with high connectivity) would be a
good representative for the association.

Based on this motivation, we develop a Web mining tech-
nique, based on a random walk algorithm, which considers
three factors: (1) document distances by link; (2) con-
nectivity; and (3) document content and we use this al-
gorithm to construct of summarizations of Web neighbor-
hoods, which can be viewed and used as a Web site map.

Web Site
Neighborhood Lattice

Figure 1: The crossed circles denote the entry
points of neighborhoods. Each sub-neighborhood
contain one entry point per its parent neighbor-
hoods. Each parent neighborhood includes the en-
try points of its sub-neighborhoods.

Web Site Web Site Map (Summarization)

Figure 2: Summarization

2. WEB SITE SUMMARIZA TION

We see that corporate sites, and most of the Web space,
is composed of two types of neighborhood: physical and
logical. However, as (1) the foci of users may differ from
each other, (2) the focus of a single user may shift from
time to time, in order to create a dynamic site map, it is
imperative to use both physical and logical neighborhoods
of a corporate site simultaneously.

Physical neighborhoods are decided by the link structures
of the Web sites. In [1], we described algorithms to dis-
cover logical neighborhoods. Here we will assume that a
corporate Web site, W, is already partitioned into logical
neighborhoods. We denote this portioning as a partially
ordered lattice W as shown in Figure 1.

Intuitively, the lattice corresponds to a hierarchy of neigh-
borhoods. At the highest level, we have a neighborhood
consisting of high-level corporate pages and the entry pages
of lower neighborhoods. Similarly, each neighborhood con-
sists of a set of high-level pages and the entry-pages of all
its sub-neighborhoods. Consequently, summarization of
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Figure 3: Algorithm for constructing a summary

W involves of two tasks: (1) identification of which nodes
in the partially ordered lattice W will be shown to the user
(i.e., focusing on the neighborhoods) and (2) summariza-
tion of each focussed neighborhood based on user interest.
Figure 2(b) shows this process:

First, wl is summarized. The entry point of w3 remains
in the focus, whereas the entry point of w2 is out of focus.
Since the entry point of w2 is out of focus, w2 is not sum-
marized. Next, w3 is summarized. This time, the entry
point of w6 remains in the focus, whereas the entry point
of w8 is out of focus. Finally, w6 is summarized. Note
that w6 has two entry points. However, since the entry
point from w2 is out of focus, the summarization should
be done with respect to the entry point from w3.

3. IDENTIFICA TION OF FOCUS NEIGH-
BORHOODS

In order to identify the focus neighborhoods, we need to
start from the root neighborhood, w1 of W. This neigh-
borhood contains, the high-level pages of the given cor-
porate site along with the entry level pages of it sub-
neighborhoods. Let us assume that we are interested in
a predetermined number, k, of focus points in this top
neighborhood:

e In order to identify the k focal points of the neigh-
borhood w1 of W, summarize w; into a graph of size
k. The k remaining pages are in user focus.

e Let us assume that F = {vi,vs,...,vs} are the
k pages in the summary of wi. If v; € F is an
entry-page of a sub-neighborhood, w;, then repeat
the same process for the sub-neighborhood w;.

4. SUMMARIZA TION OF A NEIGHBOR-
HOOD

In order to summarize a given neighborhood, we first have
to identify the pages that are important. In this case,
the entry pages of a neighborhood (from parents in focus)
are relatively important as they will connect the web site
maps of the neighborhoods. Note also that the entry pages
of the sub-neighborhoods are also important as they will
extent the map downwards in the hierarchy, given that the
lower neighborhoods are also in focus.

Therefore, given a neighborhood, w;, the set, £, of focussed
entry pages from its parents, and the set, £, of entry-pages
to its sub-neighborhoods, we can create a set of seed pages
(for summary) § = £ U L. Then our goal is,

e given the set, S, of seed (entry) Web pages,

e potentially a content-description,

e a Web neighborhood, G = w; which contains these
seeds, and

e an integer k,

to create a summary, with k pages, of the neighborhood
with respect to the seed pages.

Observation: The concept of summarization is related
to the concept of document associations. Since, the Web
site map is a set of representative nodes in a Web site,
the nodes in a Web site map needs to satisfy the following
criteria: (1) high connectivity so that users can navigate
from these Web site map nodes to other nodes easily; and
(2) the contents of these Web site map nodes need to be
representative.

An algorithm based on these observations is given in Fig-
ure 3. Note that Step 3 of the algorithm requires the
identification of the k most dominant vertices (or the ver-
tices which describe the document associations the best)
in the graph with respect to the seed vertices. In [2] we
have describe an algorithm that finds such dominant ver-
tices which describe document associations. Those entry
pages which are still in the map after the summarization
are called focussed entry-pages, and they point to the other
logical domains that have to be further explored and sum-
marized. Therefore, we recursively apply the summariza-
tion algorithm described above for those domains who have
at least one focused entry-page.

5. CONCLUSION

In this paper, we present a framework for site map con-
struction and Web page summarization. For this purpose,
we have built on an algorithm we developed in‘[2] for min-
ing implicit associations among Web documents, induced
by Web link structures and document contents.
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