
Abstract
Search engines play a crucial role in the Web. Without search

engines large parts of the Web becomes inaccessible for the majority
of users. Search engines can make new and smaller sites accessible at
low cost. Without them, other media, such as Television, would be
needed to advertise the existence new site on the Web, only large com-
mercial sites can follow this path. The Web would be endangered to
become dominated by a few, well known sites. A crucial problem of
search engines is to keep their index up-to-date. Especially if the
index grows, the effort needed to update the index increases, since
Web documents are dynamic and thus already stored data becomes
obsolete. There have been various attempts to monitor the evolvement
of the Web [1][7]. However, we believe, that change model used in
prior work over-estimates the rate of change due to an inadequate
change model. Our change model has been adapted from the informa-
tion retrieval field to distinguish index relevant changes from irrele-
vant modifications in Web documents, e.g. simple spelling corrections
or dynamic advertisement links. We have monitored multiple smaller
collections of documents over a time period of six month to measure
the documents change. 

1.  INDEX RELEVANT CHANGES

Not all changes in Web documents need to be index relevant. E.g.
links in the documents might have been updated, some spelling has
been improved or the document has been extended with more material
of the same kind. Therefore, Web change estimations based on Bit
identity, e.g. using checksum, typically over-estimate the change in
documents [1][7].

We have applied a more refined change model, by using a well
understood technique from information retrieval, the vector retrieval
model [16][17]. In this model the frequency of occurrence of all
words in a document form a vector, describing this document. To
account for the relative relevancy of words, the words are additionally
weighted inversely to their appearance in documents (inverse docu-
ment frequency). This model has been widely applied in digital library
indexing and also in the context of the Web [8][12][13]. The change of
two instances is calculated by forming the scalar product of their vec-
tors. 

Figure 1: Document vector d and changed document vector d’
in a 2D vector retrieval model.

The change of two documents  is calculated by the follow-
ing equality in the vector retrieval model.

(1)
Multiple samples of 10K documents from the Web have been regu-

larly revisited and the change to the original documents has been
assessed using the vector retrieval model (Figure 2). The sample has
been taken such, that statistics of the sample largely corresponds to the
statistics of a 100 times larger sample of the Web. Each monitored
samples included more than 500 domains predominantly from the
.com top level domain. 

Figure 2: The change of documents on the Web. After 1 day, 7
days, 13 days, 1 month, 3 month and 6 month. Unchanged
documents are bit-identical, 10 documents with no index rele-
vant change, 9..1 are documents which have changed to a cer-
tain degree, the smaller the value the higher the change (N
refers to the vector similarity is.N, e.g. 9 denotes a similarity
of 0.9). “i.a.” are documents which were inaccessible at the
time. 

An interesting question we wanted to answer was, wether it is the
smaller or larger documents which change faster. Our investigation
shows a clear tendency of smaller documents to change faster (Figure
3). This fact could be exploited to improve scheduling of index
updates of search-engines.

Figure 3: Document size versus document change (1 no
change, 0 complete change).
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2.  A MODEL FOR THE CHANGE

From the data, the rate of change has been modelled. We have used
dual Poisson processes (equation (2) ) for this purpose, one for the
first few days and another for the time thereafter. Using two processes
was suggested by the fact the rate of change is significantly faster in
the first days of the life span of a document. We suspect that there is a
class of documents which is constantly being worked on, e.g. a devel-
oping news story. Poisson process is used to model random events,
which occur independent at a fixed rate over time. We believe that
Poisson is a good model for evolvement of a large set of pages. It can
safely be assumed that pages change independent of each other [7].

Figure 4: The fraction of documents without index relevant
changes versus time. The blue (lower) graph shows the mod-
elled change of a generic sample form the Web, while the red
graph above shows change rate of documents out of the .edu
top level domain.

It can be seen that different domains evolve differently. Especially
the documents .edu seem to have a much higher persistence, than doc-
uments in .com domain.

This model has been fitted to the data of the experiment (Figure 4:
blue line). 

(2)

We have found the half life period for the first process to be 8.1
days and 277 days for the second process.

Figure 5: Dual Poisson modeling for the change rates of doc-
uments. In the first 20 days a different process must be
assumed than thereafter.

3.  CONCLUSION

We have devised a change model for the evolvement of documents
in the Web. We have found that, although, a large portion of the moni-
tored documents did evolve rapidly if monitored for bit identity, many
of those changes are not relevant to the index of a search engine.

Users of the index would thus still find the document and experience
high precision of their query results even though the source document
had changed. Given these results 
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