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ABSTRACT

The problem of analysing dynamically evolving textual
data has recently arisen. An example of such data is the
discussion appearing in Internet chat lines. In this paper
a recently introduced method, termed complezity pursuit,
is used to extract the topics of a dynamical chat line dis-
cussion. Experimental results demonstrate that meaning-
ful topics can be found and also suggest the applicability
of the method to query-based retrieval from a temporally
changing text stream.
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1. INTRODUCTION

In times of huge information flow in the Internet, there is
a strong need for automatic textual data analysis tools.
Algorithms developed for text mining from static text col-
lections have been presented e.g. in [1, 2, 7]. Our empha-
sis is in the recently arisen issue of analyzing dynamically
evolving textual data; investigating appropriate tools for
this task is of practical importance. An example of such
data is found in the Internet relay chat rooms: the topic
of interest changes after participants’ contributions. The
online text stream can thus be seen as a time series, and
methods of time series processing may be used to extract
the topics of the discussion.

We present results of applying a recently introduced pow-
erful method, complexity pursuit [3], to topic extraction
in a dynamically evolving discussion. Complexity pur-
suit uses both information-theoretic measures and time-
correlations of the data, which makes it more powerful
than methods using only one of these — the latter kind of
methods include [5, 6, 8, 9].

2. CHAT LINE DATA

The discussion found in chat lines on the Internet is an
ongoing stream of text generated by the chat participants
and the chat line moderator. To analyze it using data min-
ing methods a convenient technique is to split the stream
into windows that may be overlapping if desired. Each
such window can now be viewed as one document. We
represent the documents using the vector space model [11]:
each document forms one T-dimensional vector where T
is the number of distinct terms in the vocabulary. The
i-th element of the vector indicates (some function of) the
frequency of the i-th vocabulary term in the document.
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The term by document matrix X contains the document
vectors as its columns and is of size T' x N where NN is the
number of documents.

As a preprocessing step we compute the LSI [2] of the data
matrix X, thus acquiring a lower dimensional projection
of the the high-dimensional data. We denote the new data
matrix as Z = (z(t)). The topics of the discussion can be
found by projecting Z to the directions W = (w1 --- was)
given by the algorithm described in the following Section.
M, the number of estimated minimum complexity projec-
tions, may be smaller than K, the dimension of the LSI
projection.

3. THEALGORITHM

Complexity pursuit [3] is a recently developed, computa-
tionally simple algorithm for separating interesting com-
ponents from time series. The interestingness is measured
as a low coding complexity of the distribution of the pro-
jection of the data. We model the topics as probability
distributions on terms, and the distributions having mini-
mum complexity are assumed to best represent the distinct
topics.

We assume that the observations z(t) are linear mixtures
of some latent topics s. Both the latent topics and the
mixing process are unknown. The topics are estimated
by s(t) = w”z(t) where the projection directions w are
to be found. A separate autoregressive (AR) model, here
5(t) = as(t — 1), is assumed to model each topic s. At
every step of the algorithm, the AR constant « is first
estimated. Then the gradient update of w that minimizes
the approximate Kolmogoroff complexity [3] of the AR
residuals s(t) — §(t) is the following:

w +w — pE{(z(t) — az(t — 1))
sign(w” (z(t) — az(t — 1)))} (1)

w —w/||w] ()

Details of the algorithm can be found in [3].

4. EXPERIMENTSON CHAT LINE DATA

The chat line data was collected from the CNN Newsroom
chat line!. A contiguous stream of almost 24 hours of
discussion of 3200 chat participants, contributing 25 000
comment lines, was recorded on January 18th, 2001. The
data was cleaned by omitting all user names and non-user
generated text. The remaining text stream was split into
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overlapping windows of about 750 characters. From these
windows a term histogram was generated using the Bow
toolkit?, resulting in a term by document matrix X of size
T x N, that is, 4743 x 7430. The LSI of order K = 50
was computed as a preprocessing step. The choice of the
number of estimated topics M is relatively flexible, and in
this abstract we present results on M = 7.

Figure 1 shows how different topics are activated at differ-
ent times. We can see that the topics are autocorrelated
in time. Some topics show short peaks of contribution
whereas others are active for longer periods.

Figure 1: Activity of topics (vertical axis) in each
chat window (horizontal axis).

The validity of the identified topics is easy to evaluate
using the most representative terms associated with each
topic. These are obtained by projecting the term data
Zterm (which is the document by term matrix X7 pro-
jected into the LSI space) into the minimum complexity
directions w; found earlier. By listing the terms corre-
sponding to the highest peaks in the projection W; Zicrm
we get a list of keywords for the i-th topic. In Table 1 it is
seen that each keyword list indeed characterizes one dis-
tinct topic quite clearly. Topic 1 deals with the values of
the politicians in the US, topic 2 is a religious discussion
and topic 3 corresponds to comments given by the chat
line moderator. Topic 4 involves the presidential election
in the US and especially the vote recounting in Florida.
Topic 5 deals with the problems of the youth: violence,
drug abuse etc. In topic 6 the new US president Bush is
discussed in general. Topic 7 is about the energy short-
age in California in mid-January 2001. Some of the topics
display similarity to other topics, whereas some topics are
clearly distinct. Indeed, estimating e.g. 10 topics in the
same data set has in our experiments brought out topics
that resemble topics 1 and 6 to some degree. Also, estimat-
ing less than 7 topics gives the most clearly formed topics
(such as topics 4, 5 and 7) similarly to what is seen here,
in addition to a mixture of the other chat contributions.

We also run experiments with some more traditional meth-
ods such as LSI and ICA [5, 6, 9] and noticed that the
presented method outperformed the other methods.

5. CONCLUSIONSAND FUTURE WORK

Minimum complexity projections of a dynamically evolv-
ing textual data identify some underlying topics of the
data. As an example of such dynamical data we used chat
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Topic 1 Topic 2 Topic 3  Topic 4 Topic 5 Topic 6 Topic 7
conserv god wwWw won violenc peopl power
polit religion http vote gun kennedi california
religion thing html count report elect electr
liber jesu index gore school cnn don
govern bibl cnn bush youth dai blackout
mind doesn time stop children live plant
free white world hand point call energi
opinion don thing recount home bush deregul
form work stori court drug back state
life kill good florida famili man problem
philosophi talk make don major senat crisi
establish good put win gener presid build
independ time januari dade parent vote compani

line discussions.

Table 1: The keywords of each topic

In our experiments distinct and mean-

ingful topics of the discussion were found, outperforming
some more traditional methods. The results suggest that
our method could serve in queries on a temporally chang-
ing text stream. Also, as some topics of discussion are
more distinct than others, natural extensions of the work
include recursive binary partitioning [10] of the data, or
finding the topographic structure [4] of the topics.
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