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ABSTRACT
Web search engines rank potentially relevant pages/sites for
a user query. Ranking documents for user queries has also
been at the heart of the Text REtrieval Conference (TREC
in short) under the label ad-hoc retrieval. The TREC com-
munity has developed document ranking algorithms that are
known to be the best for searching the document collections
used in TREC, which are mainly comprised of newswire
text. However, the web search community has developed
its own methods to rank web pages/sites, many of which
use link structure on the web, and are quite di�erent from
the algorithms developed at TREC. This study evaluates
the performance of a state-of-the-art keyword-based docu-
ment ranking algorithm (coming out of TREC) on a popu-
lar web search task: �nding the web page/site of an entity,
e.g. companies, universities, organizations, individuals, etc.
This form of querying is quite prevalent on the web. The
results from the TREC algorithms are compared to four
commercial web search engines. Results show that for �nd-
ing the web page/site of an entity, commercial web search
engines are notably better than a state-of-the-art TREC al-
gorithm. These results are in sharp contrast to results from
several previous studies.
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1. INTRODUCTION
With the explosive growth of the World Wide Web, �nd-

ing useful web pages/sites using web search engines has
become a part of our everyday lives. According to a re-
cent study sponsored by RealNames Corporation, 75% of
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frequent Internet users use search engines to navigate the
web [2]. With such usage, search engines continually strive
to improve their performance. What search algorithms work
best for �nding information on the web? This has become
a critical question given the heavy use of search these days.
Traditionally search algorithms have been studied in the

Information Retrieval (IR) research community [16]. Most
traditional algorithms are keyword-based1 and, given a user
query, use word frequencies, word importance, document
length and other statistical cues to assign potential impor-
tance to a document. However, with the emergence of the
web many new algorithms for web search have been pro-
posed and are being used in various web search engines to-
day. Many of these algorithms incorporate link-structure
of pages in their ranking schemes, and are notably di�er-
ent from the traditional keyword-based document ranking
algorithms.
One conference which has been quite inuential in the

advancement of traditional keyword-based IR ranking algo-
rithms is Text REtrieval Conference or TREC [24]. TREC
is a series of annual conferences run by DARPA and NIST
with the aim of objectively evaluating text search and re-
lated technologies in independently run evaluations. Valu-
able benchmark test collections are produced as a by-product
of TREC. The document search problem has been dubbed
as ad-hoc search under TREC. The ad-hoc scenario is par-
allel to what happens in web search. A user provides the
search system with a (usually short) query, and the sys-
tem ranks potentially relevant documents in response to
the query. Traditionally TREC has used documents from
Newswires and other non-web text collections, for example,
AP Newswire, Wall Street Journal, LA Times, San Jose
Mercury News, the Federal Register, etc. More recently
there has been a shift towards using a web document collec-
tion [7].
During the last eight years, TREC participants have de-

veloped new document ranking algorithms that have been
shown to be quite e�ective for searching document collec-
tions used in the TREC ad-hoc tasks. One di�erence be-
tween the traditional IR or TREC environment and the web
environment is the presence of hyper-links between web doc-
uments. Several search techniques have been proposed in
the web environment that exploit the presence of links [1,
9]. Major web search engines don't disclose all details about

1We use the term keyword-based to refer to algorithms that
do not use any linkage information, and the term link-based
for algorithms that use both keywords and links in their
ranking schemes.
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their ranking schemes, however, it is widely known that sev-
eral of them do incorporate link information in some form [1,
25]. How much more e�ective are link-based methods in the
web environment as compared to a state-of-the-art keyword-
based method developed for the TREC ad-hoc task? This
question has been studied in a limited number of studies,
especially under TREC's web track [5, 6, 7]. The results
from these studies indicate that for web search, link based
methods do not hold any advantage over the state-of-the-art
keyword-based methods developed for TREC ad-hoc search.
These results are quite counter-intuitive given the general
wisdom in the web search community that some kind of
linkage analysis does improve web page/site ranking. Our
work is motivated by this discrepancy between the results
presented in [5, 6, 7], and the general belief in the web search
community.
Di�erent web search engines make competing claims re-

garding their coverage and search e�ectiveness. In this study,
we don't concentrate on comparing the search e�ectiveness
of di�erent web search engines. There have been several
studies that do such a comparison [4, 11]. Instead, our aim
is to study how a state-of-the-art keyword-based document
ranking algorithm (emerging from the TREC ad-hoc task)
will perform on a realistic web search task; and how that
performance compares to the performance of some popular
web search engines which use link structure in their ranking
schemes. Previous studies have shown that link-based meth-
ods do not hold much advantage over keyword-based TREC
ad-hoc algorithms, however, these studies accompany their
results with several caveats which we discuss in detail in Sec-
tion 2. This work aims at studying the above question in
an environment which is closer to real web search and does
not have these caveats. Again, the details are discussed in
Section 2.
The rest of the study is organized as follows. Section 2

discusses the TREC ad-hoc and web tracks and points out
some of the shortcomings of the web search evaluation stud-
ies done under TREC. Section 3 discusses our experimental
environment and explains how this environment removes the
problems associated with the previous studies. In Section 4
we describe our implementation of a state-of-the-art TREC
ad-hoc algorithm, and show that it indeed is competitive
with the best TREC results. In Section 5 we present our
results and discuss them. Section 6 concludes the study.

2. THE TREC AD-HOC AND WEB TRACKS
The ad-hoc task has been at the heart of TREC evalua-

tions since the begining of TREC [24]. In this task, TREC
participants are given a collection of Newswire and other
documents, usually about 500,000 to 700,000 documents in
roughly two gigabytes of text. Along with the documents,
the participants are also given a set of �fty queries posed
by real users (often called assessors as their key role is to
assess the relevance of documents retrieved by di�erent sys-
tems for their queries). The conference participants rank
documents from the collection for every query using their
systems, and the top 1,000 documents for each query are
returned to NIST by every participant for evaluation. The
assessors judge the top 100 to 200 documents from every
system for relevance and various evaluation scores are com-
puted for each participating system (for example, average
precision, precision in top 10, 20, 30 documents, and so on).
Even though the TREC ad-hoc task, especially when us-

ing short 2-3 word queries2, is very close to what happens
in a web search system, there are some notable di�erences.
For example, the type of documents being searched in TREC
ad-hoc are not web pages.

TREC Web Tracks
An e�ort to evaluate web search is underway at TREC under
the web track [7]. This track deals with some of the di�er-
ences between web search and TREC ad-hoc, and uses an
evaluation framework based on web data. This track uses
a collection of web pages from an early 1997 crawl of the
web done by the Internet Archive [5]. The queries are either
selected from a web search engine's query log [5, 7], or are
the queries provided by the NIST assessors for the regular
TREC ad-hoc task [6, 7]. The evaluation measure used is
precision in top twenty pages retrieved (i.e., proportion of
relevant pages in top 20) [5, 6, 7].
One of the main aims of TREC web track has been to

answer the question if link-based methods are better than
keyword-based methods for web search. Most results com-
ing out of the web track indicate that (as measured under
TREC) link-based methods do not have any advantage over
a state-of-the-art keyword-based TREC ad-hoc algorithm.
For example, according to Hawking et al. in [6]:

: : : results are presented for an e�ectiveness com-
parison of six TREC systems : : : against �ve
well-known Web search systems : : : . These (re-
sults) suggest that the standard rankings produced
by the public web search engines is by no means
state-of-the-art.

: : : all �ve (public web) search engines performed
below the median P@20 for (short) title-only (TREC)
VLC2 submissions : : :

Also, in [7] Hawking et al. say that

: : : Little bene�t was derived from the use of
link-based methods for standard TREC measures
on the WT2g collection. : : : One group investi-
gated the use of PageRank scores and found no
bene�t on standard TREC measures. : : :

On a similar note, Savoy and Picard in [17] say that as
implemented in their study:

: : : Hyper-links do not result in any signi�cant
improvement : : :

Overall, the sentiment in [5, 6, 7, 17] is that when applied to
web search, state-of-the-art keyword-based techniques used
in TREC ad-hoc systems are as e�ective as link-based meth-
ods. Hawking et al. do accompany these counter-intuitive
results with several shortcomings of the TREC environment
that might be causing them. For example, in [7] they say:

: : : The number of inter-server links within WT2g
may have been too small or it may be that link-
based methods would have worked better with dif-
ferent types of queries and/or with di�erent types
of relevance judgments. : : :

2Each query also has much longer versions which some
TREC participants use in their systems.
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These caveats to the results presented in [5, 6, 7] are the
main focus of this study. We observe the following short-
comings of the evaluations done in the TREC web track,
and design a new evaluation which is aimed at removing
these shortcomings to study the e�ectiveness of link-based
vs. keyword-based search algorithms again:

1. The queries used in the TREC environment are mostly
topical, i.e., they are aimed at �nding relevant pages
on various topics. Whereas in a real web search envi-
ronment the users pose many di�erent kinds of queries,
e.g., �nd a particular site, or �nd high quality sites on
a topic, or �nd merchants that sell something cheap,
etc.,

2. The relevance judgments used in [5, 6, 7] are done
on a per page basis and not on a per site3 basis. Even
though the evaluation measure used|precision at rank
20|rightly measures the precision oriented nature of
web search users, the page-based judgments ignore the
(site-based) browsing aspect of the web.

For example, in doing an in-house pilot study, we found
that for the query \new york city subway" (posed by
one of our users) our TREC ad-hoc algorithm retrieved
eighteen out of the top twenty pages from the site
www.nycsubway.org, and all were judged relevant by
our user. Most commercial search engines realize that
this is not very desirable from the users' perspective,
once on the site www.nycsubway.org, users like brows-
ing the pages on that site themselves. Therefore, most
commercial search engines group the results by site.
Page based precision measurement tends to favor TREC
ad-hoc algorithms which can retrieve twenty pages, all
relevant, from a single site. On the other hand, site-
based grouping done by most commercial web search
engines arti�cially depresses the precision value for
these engines (as measured under TREC) because it
groups several relevant pages under one item and �lls
the list of ranks by other, possibly non-relevant, sites.

The problem that all relevant documents are not per-
tinent to a user is a long standing problem in retrieval
evaluation [3]. Since pertinence is hard to quantify,
most retrieval evaluations just use document relevance
as the evaluation criteria. The web search engines, and
in our opinion rightly so, take the view that multiple
pages from the same site, even though relevant, are less
pertinent as compared to relevant pages from di�erent
sites. The TREC evaluations ignore this aspect.

3. The web collection used in TREC evaluations is a 100
gigabyte collection with 18.5 million pages based on
an early 1997 crawl done by the Internet Archive [5].
This collection is quite outdated with respect to the
link structure of the current web. For example, the
average number of cross-host out-links in the TREC
collection is 1.56 per page, whereas in a recent crawl
of the web we notice that the average number of cross-
host out-links is 4.53 per page, almost three times as
many. This indicates that there is a lot more linkage
to be exploited in the current web compared to the

3We loosely use the term site to refer to the root page of a
group of pages on (usually) the same host. Of course this
de�nition is not always true.

web data used in TREC. This observation holds across
all the comparative measurements we did. For exam-
ple, the average number of in-host out-links is 5.57
per page for the TREC data, but it is much higher|
11.63/page|for our recent crawl. Similarly, the aver-
age number of cross-host in-links for the TREC data is
0.12/page and this number is 2.08/page for our crawl.
(There is a di�erence in the average number of out-
links and the in-links per page because the out-links
include links pointing to pages not in out collection.)
Also, the average number of in-host in-links per page
is 3.71 for TREC data and it is 6.31 for our crawl. (In
all these measurements we only count links that have
some valid anchor text attached to them.)

4. In a binary relevance model, as used in TREC, there
is no notion of a relevant page being more or less rel-
evant than another relevant page. However, on the
web, there are clearly good and not so good pages on
every topic. The quality of a web page is a subjective
issue and the search engines tend to capture it numer-
ically by (for example) the number of outside pages
that point to a given page (assuming linkage as a form
of recommendation of quality), and other such heuris-
tics. This aspect is not captured in TREC evaluations.

5. Concentrating on particular results presented in [5, 6]
which show that the commercial web search engines
are notably worse than modern TREC ad-hoc algo-
rithms, we want to emphasize that in [5, 6] the preci-
sion results for TREC algorithms are obtained on the
TREC web data, whereas these results are compared
to commercial web search engines running on a com-
pletely di�erent and much larger and recent web crawl.
Hawking et al., do acknowledge that this di�erence (in
the underlying web collections) is a potential source of
inconsistency in their results.

These shortcomings of previous work do not give us con�-
dence that the results from these studies will hold in a real-
istic, more recent web search environment. In the following
section, we describe our experimental environment which is
aimed at removing these shortcomings and evaluating the
e�ectiveness of current link-based web search engines vs. a
state-of-the-art keyword-based TREC ad-hoc algorithm.

3. EXPERIMENTAL ENVIRONMENT
To set up an experimental environment that would allow

us to objectively study the e�ectiveness of TREC ad-hoc
algorithms for a realistic web search task, we need the fol-
lowing tools:

� Queries: A set of real user queries.

� Judgments: User judgments for the \goodness" of a
page/site retrieved by a search engine.

� TREC Implementation: An implementation of a
state-of-the-art TREC ad-hoc algorithm.

� Evaluation Measure: An objective evaluation mea-
sure that accurately measures search e�ectiveness for
the search task at hand.

� Collection: A large collection of fresh web pages.

In the following we discuss our approach to selecting and
building each of these components.
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Queries and Judgments
As we mentioned earlier, there is a wide variety of query
types that users pose to a web search engine. Each type of
query de�nes a speci�c web search task. For example, one
could easily identify queries in a search engine query log that
seek a particular web site, e.g., \Purdue University Home-
page", \American Airline web site", \Newark Airport", and
so on. These queries can all be grouped under the task:
�nd a web page/site. Similarly, there are a lot of queries
that seek high quality sites on a certain topic, e.g., \jazz",
\search engines", and so on. These queries can be grouped
under the task: �nd high quality web pages/sites on a topic.
One can identify many such task groups in a search engine
query log. Based on our informal analysis of a large query
log, the two tasks we mention above: �nd a web page/site
and �nd high quality web pages/sites on a topic are quite
popular among web users. Short of doing a lot of manual
classi�cation, it is hard for us to quote concrete numbers
on how prevalent each query type is on the web. To our
knowledge, there is no published study that groups queries
from a query log into such task groups. Most studies done
on search engine query logs study various statistical prop-
erties of the queries, e.g., the average query length, query
repetition, and so on [8, 18].
To select a set of queries for use in a web search evalua-

tion, ideally, one should take a random sample from queries
posed to a search engine by a large population of users. Also,
the pages retrieved by di�erent engines should be judged for
goodness by the person who posed the query. However, the
two goals of a) using a large population of users, and b) ask-
ing the original user to do relevance judgments, are quite
contradictory in a lab setting. One possible �x to this prob-
lem is to use a limited set of users available for an experiment
and only use their queries, and their judgments. This ap-
proach does not yield as wide a variety of query types as one
can get from a real search engine query log. The other �x to
this problem is to use a sample of queries from a real search
engine query log, and ask a human subject, obviously di�er-
ent from the person who posed the query, to judge pages for
someone else's query. This is the approach taken in some of
the TREC studies [5, 7]. In essence, the human subject is
told: \make your judgments based on what you would have
been looking for, had you posed this query". This approach
su�ers from the problem that two human interpretations of a
query can be quite di�erent. For example, a human subject
can interpret the query \who wants to be a millionaire" as
a query looking for ratings/reviews of the famous TV show,
whereas the original user who posed the query might have
been looking for the home-page for the show.
Given these problems in obtaining extensive relevance judg-

ments, and given that it is quite time and human-labor in-
tensive to get relevance judgments from humans for a large
set of queries, we decided to experiment with only one popu-
lar type of web queries for which doing relevance judgments
is relatively easy; we use queries of the type: �nd a web
page/site. A large proportion of users pose such queries to
web search engines everyday, and doing relevance judgments
for these queries is not as expensive. This selection also al-
lows us to do our evaluation using a relatively large set of
test queries.
From two real user query logs, one our internal log for our

engine, and another made available by Excite (www.excite.com)
we select queries that are explicitly seeking a home-page or

a web-site. The Excite log4 contains 2,477,283 queries posed
to Excite during few hours on Dec. 20, 1999. To avoid the
query interpretation problem mentioned above, we �rst �nd
all queries in these logs that contain the string home followed
by the string page, or the string web followed by the string
page or site. This strict selection criteria gives us 14,603
queries from this log, for example \Aces High homepage",
or \Champion Nutrition web site". There are many more
queries in the log that seem to be seeking a web page/site
(e.g., \Panache communications" or \OÆce Depot") but we
don't want to get engaged in a query interpretation exercise.
Then we use a human subject to go through these 14,603 �l-
tered queries, and a) eliminate the ones that are not seeking
an explicit page, e.g., \web site administration", and b) link
queries to their respective web pages, e.g., link \Purdue Uni-
versity Homepage" to www.purdue.edu. Using this process,
we generate a set of 100 queries, and their corresponding
relevant pages, for use in our evaluation.
Since the keyword-based TREC algorithms are quite sen-

sitive to presence of extraneous words (like homepage) in a
query, the human subject generating the <query, relevant
page> pairs also removed these extraneous words from the
queries. So the query \Champion Nutrition web site" was
reduced to just \Champion Nutrition". To our knowledge,
most web search engines have such a stop-list (list of words
to remove) for query processing. Despite our instructions,
eight of the 100 queries were left as is by our human subject
and do contain these extraneous words.
Our query selection process eliminates the �rst, second

and fourth problems (mentioned in Section 2) with the pre-
vious studies done in [5, 6, 7]. Since we have only one page
that is relevant to a query, the fourth problem of di�erences
in quality of two relevant pages does not exist. Also, the
larger problem (problem 2 in Section 2) of page-based, in-
stead of site-based, evaluation disappears since there is only
one correct site for a query.
We realize that for queries that seek a web site, it is pos-

sible for an engine to use some URL based heuristics to
improve its chances of �nding the relevant site. For exam-
ple, for the query \IBM", it is a reasonable guess that the
user is looking for the site www.ibm.com. If the commercial
web search engines use such URL based heuristics, they will
have an unfair advantage over the TREC algorithms. For
this reason, in our query selection process, we take extra
care to make sure that the desired site is not a URL formed
easily by using query words. For example, we reject queries
like \IBM", or \AOL", or the query \williams sonoma home-
page" as the desired page (www.williams-sonoma.com) has
query words in the URL. Even though there is nothing
wrong in using such URL cues to rank pages for a query, we
want to limit the advantage the commercial engines might
have due to using such cues. For the queries used in this
study, if the commercial engines do use some URL cues to
promote certain pages, they must do some non-trivial pro-
cessing of the query string to match it to a page URL. One
variable that we did not account for in our query selection
process was keyword navigation services like RealNames.
We discuss the impact of this on our results in Section 5.

4Made available by Jack Xu of Excite via
ftp:excite:com=pub=jack=Excite Log 12201999:gz
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TREC Implementation
We implement an ad-hoc search algorithm based on some of
the top performing algorithms in use at TREC. The details
of our implementation are discussed in Section 4. To be fair
and to make sure that our implementation of the TREC ad-
hoc algorithm is not broken, we test our implementation on
several TREC ad-hoc tasks and verify that it is indeed state-
of-the-art (see Section 4). Our evaluation procedure needs
to accommodate the fact that the TREC ad-hoc algorithms
retrieve pages, not sites, whereas most of the queries used
in this study seek particular sites. Our implementation, like
any other keyword-based system, has a tendency to retrieve
multiple pages from a site. To have a site-oriented retrieval,
we group the pages by the host they reside on and select
the top twenty sites for evaluation. A site/host is given the
same rank as the rank of the best page residing on that site.
This is in-line with what many commercial search engines
do.

Evaluation Measures
We compare the e�ectiveness of our implementation of TREC
ad-hoc algorithm to four commercial search engines: Excite,
Google, Lycos, and AltaVista Raging. For a given query, if
a page is not found in the top ten ranks by a search engine,
that engine gets no credit for that particular query. The
assumption here is that if a user can't �nd a page in the top
result page, the user will simply give up. This assumption
is strongly supported by the fact that almost 85% of users
don't request beyond just the �rst results screens for their
query [18]. For every system we count the number of queries
for which it retrieves the desired site at rank-1, up to rank-
2, up to rank-3, and so on, and plot this on a graph (see
Section 5). The higher the number of queries for which an
engine retrieves the desired site at a certain rank, the better
is the engine.
Using the top ten pages per query also allowed us to man-

ually judge every run. Even though it is simple in principle
to �nd if two URLs will get you the same page, in light of
redirections (via the refresh HTML meta-tag), pages gener-
ated by javascripts, mirror sites, etc., this becomes a non-
trivial exercise in the current web environment. Therefore,
we check all the results by hand to �nd ranks of the relevant
pages retrieved (as they may be retrieved under a completely
di�erent URL).

Collection of Pages
To eliminate the problems associated with the collection of
web pages used in previous studies (see problems 3 and 5 in
Section 2), we run our TREC ad-hoc algorithm over 217.5
gigabytes of freshly crawled web data (crawled between Oc-
tober 14{17, 2000) containing 17.8 million web pages. The
assumption is that the commercial web search engines also
have the same (fresh) copy of the pages crawled. The objec-
tive is to make sure that the underlying collection available
to the our TREC algorithm is similar to the collection used
by the commercial engines.
Since just 217.5 gigabytes of web data will not contain

all the pages indexed by the commercial search engines, the
TREC algorithm might be at a disadvantage because of the
poor coverage of our crawl. To eliminate this problem, for
every query in our test set, we add to our crawl all miss-
ing pages that are retrieved in the top ten ranks by any of
the commercial search engines. We ran these queries on the

commercial engines on October 17, 2000 and gathered the
�rst ten results for each. We then fetched the pages that
were not in our crawl and added them to our collection.
This inclusion ensures that the TREC algorithms have ac-
cess to all pages that have been retrieved by a commercial
engine and are not at any disadvantage due to our small
crawl. Even though quite unlikely, it is possible that we
might have crawled pages that are not indexed by the com-
mercial engines. This gives a slight advantage to the TREC
ad-hoc algorithm in its ability to �nd such pages.

4. TREC AD-HOC ALGORITHM
Di�erent groups participating in TREC have developed

several ad-hoc algorithms over years. Most groups have their
own expertise built into these algorithms. An analysis of
some of the best performing TREC algorithms shows that
the top ad-hoc algorithms at TREC have the following two
common features: [23, 24]

1. Most of the top performing systems use a modern term
weighting method developed in either the Okapi sys-
tem [12, 13] or the SMART system [19, 20].

2. Most groups use a two-pass pseudo-feedback based
query-expansion approach. In this approach a �rst
pass retrieval is done to �nd a set of top (say) 10 or 20
documents related to the query, the query is expanded
by adding new words/phrases from these documents
using relevance feedback [14, 15], and this expanded
query is used to generate the �nal ranking in a second-
pass retrieval.

Each participating group has its own twist on the above
two components. For example, several groups use collection
enrichment [10], in which a much larger document collection
is used in the �rst pass (instead of the target collection) to
locate documents for use in the query-expansion process. In
yet another enhancement, several groups assume that poorly
ranked documents from the �rst pass are not relevant to the
query and use this evidence of non-relevance in the query
expansion process [20].
We implement an algorithm which is a scaled-down ver-

sion of the ad-hoc algorithm used by Singhal et al. in [20].
As described in [23], this algorithm was one of the best per-
forming ad-hoc algorithms at TREC-7. Here are the steps
implemented in our algorithm.

� Pass-1: Using dtn queries and dnb documents, a �rst-
pass retrieval is done (see Table 1 for an explanation
of this term-weighting jargon).

� Expansion: Top ten (distinct) documents retrieved in
the �rst pass are assumed to be relevant to the query.
Rocchio's method (with parameters � = 1:0; � = 0:5,
and the  factor is not needed here since we do not
assume any documents as non-relevant) is used to ex-
pand the query by adding twenty new words with high-
est Rocchio weights [14]. To include the idf -factor in
the expansion process, documents are dtb weighted.

� Pass-2: The expanded query is used with dnb docu-
ments to generate the �nal ranking.

Since web collections do have a reasonable number of du-
plicate documents, to do the query expansion well for the
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d tf factor:

1 + ln(1 + ln(tf)) 0 if tf = 0

t idf factor:

log(
N + 1

df
)

b pivoted byte length normalization factor:

1

0:8 + 0:2� length of document (in bytes)

average document length (in bytes)

tf is the term's frequency in text (query/document)
N is the total number of documents in the collection
df is the number of documents that contain the term, and
the average document length depends on the collection.

dnb weighting: d factor � b factor
dtb weighting: d factor � t factor � b factor
dtn weighting: d factor � t factor

Table 1: Term Weighting Schemes

web collections, we have observed that we need to eliminate
duplicate documents from the top ten documents used for
query expansion. To do this, we retrieve top 100 documents
in the �rst pass, and starting from rank 2 we test if a re-
trieved document is a duplicate of a previously ranked doc-
ument. If it is, we remove it from the list. We do this until
we get ten distinct documents. Two documents are consid-
ered duplicates of each other if they share more than 70%
of their vocabulary. We have found this to be a reasonable
heuristic for web pages.
To test that our implementation of this TREC ad-hoc al-

gorithm is not broken and is indeed state-of-the-art, we run
our system on two recent TREC ad-hoc tasks and compare
its precision to the best performing systems at TREC. Since
most web queries are short, we want to evaluate the system
performance for short queries, and only use the 2-3 words
title portion of the TREC queries. Our objective in this
study is to do a precision oriented evaluation, we only com-
pare systems based the precision in top ranks. We compare
the precision of our system at rank 10 and at rank 20 to
corresponding values for the �ve best performing systems
at TREC using title-only queries (these values are available
from the detailed results presented in the TREC proceed-
ings, see Appendix A in [21] and [22]). The results are shown
in Tables 2 and 3.
Tables 2 and 3 show the precision value for the best TREC

systems ordered by decreasing performance. Inserted in that
order, is the corresponding precision value for our system.
These results show that our system, motivated by a state-
of-the-art TREC ad-hoc algorithm is quite competitive with
the top performing TREC systems. This is especially true
considering the performance gap between the best and the
�fth-best system is not very signi�cant. For example, Ta-
ble 2 indicates that for the TREC-7 ad-hoc task, the best
performing system ok7as retrieves on an average 4.86 rele-
vant documents in top 10 for a query, whereas the �fth-best
performing system retrieves 4.28. That di�erence is not very
large from a user's perspective.

In summary, these results verify that our implementation
of a modern TREC ad-hoc algorithm is not broken and is
indeed state-of-the-art. It will be reasonable to say that
this system, when run over our fresh web collection, would
produce results that will be quite comparable to the results
produced by any other top TREC ad-hoc system.

5. RESULTS AND DISCUSSION
As described in Section 3, we use 100 queries in this study

that seek a certain web page/site. These queries vary from
�nding company web sites, e.g., \jordanian airlines", \Volk-
swagon", to �nding college home pages as in \Walla Walla
College", \Brigham Young University", to �nding individ-
ual pages, e.g., \mari ostendorf", \Vangelis Natsios", and
so on. The results from both the �rst pass (no query ex-
pansion) and the second pass (with query expansion) of our
TREC algorithm are compared to four commercial search
engines: Excite, Google, Lycos, and AltaVista Raging.
Figure 1 shows the results of our experiments. The x-

axis of Figure 1 shows the rank at which the desired site
was retrieved by a system. The y-axis shows the cumulative
number of queries for which the desired site was retrieved
at or before the corresponding rank on the x-axis. For ex-
ample, a point <6,82> on the plot indicates that the cor-
responding search engine retrieved the desired site at rank
6 or better for 82 out of the 100 queries. The higher the
plot, the better the engine is. For example, the best engine
(Engine 4) retrieves the relevant page at rank 1 for 81 out
of the 100 queries. Whereas our two-pass TREC algorithm
retrieves the relevant page at rank 1 for only 22 out of the
100 queries.
We would like to emphasize that for the TREC algo-

rithms, any page that resides on the same host as the rele-
vant page is counted as relevant. We assume that it should
be fairly simple to do the host based grouping and present
the root page for the host. This assumption might not al-
ways be true and the results presented in Figure 1 for the
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System P@10 System P@20

ok7as 48.6% ok7as 42.5%
OUR Implementation 46.8% LNaTit7 39.1%

LNaTit7 46.2% OUR Implementation 38.8%

pirc8At 44.8% pirc8At 37.7%
att98atc 44.2% FLab7at 37.5%
FLab7at 42.8% att98atc 36.3%

Table 2: Precision at 10 and 20, TREC-7 ad-hoc task

System P@10 System P@20

ok8asxc 48.8% pir9At0 44.1%
FLab8at 48.6% FLab8at 42.6%
uwmt8a1 48.2% uwmt8a1 42.5%

OUR Implementation 48.0% OUR Implementation 42.4%

pir9At0 48.0% att99ate 42.0%
att99ate 47.6% ok8asxc 41.6%

Table 3: Precision at 10 and 20, TREC-8 ad-hoc task
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Figure 1: Performance of TREC algorithm compared to four commercial search engines.
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TREC algorithms are, in some sense, best-case. Despite the
best-case scenario for the TREC algorithms, Figure 1 shows
that the TREC algorithms are far behind these four com-
mercial web search engines for the kind of queries used in
this study. The best commercial engine �nds the relevant
page in top 10 for 94/100 queries whereas the better per-
forming (one-pass) TREC algorithm �nds the relevant page
for only 60 of the 100 queries. In short, the performance
analysis presented in Figure 1 shows that the results from
the TREC algorithms are consistently and notably below
even the poorest of the commercial web search engines used
in our study. This indicates that best TREC ad-hoc algo-
rithms are by no means state-of-the-art for web search if our
objective is to �nd a speci�c web site. These results contra-
dict the results presented in [5, 6, 7]. However, we should
say that these previous studies do not use the type of queries
used in our study.
An even more surprising result is that adding a more com-

plex query-expansion second pass does not improve the re-
sults, instead it makes the results somewhat worse. Using
query expansion and doing two-pass retrieval we only �nd
the relevant page for 50/100 queries in top 10 results as op-
posed to 60 pages for the one-pass algorithm. This result is
in direct contradiction to the results obtained by TREC par-
ticipants for the TREC ad-hoc benchmark tasks. In those
results, it has been widely shown that in terms of average
precision, which is how results are measured at TREC, a
two-pass algorithm is almost always notably better than us-
ing just the �rst pass.

Use of RealNames
As an un-anticipated consequence of our choice of the type
of queries used in this study, any engine that uses the Real-
Names navigation service [2] will have an edge in this test.
RealNames links queries of this type to the true home-pages
for the corresponding organization. On inspection of the
results, we found that the best two engines in Figure 1 (En-
gine 4 and Engine 3) both use the RealNames service. The
other two might be using it but there is no way for us to
verify that by just looking at the results page. The best
engine in Figure 1, Engine 4, used RealNames for 28 out of
the 100 queries whereas the second-best engine, Engine 3,
used RealNames for 36 queries.
This de�nitely gives an edge to these two engines. Un-

fortunately, we can't �nd out how the relevant pages would
have been ranked by these engines if they were not using
the RealNames service. Also, since our main objective is to
compare these engines to the TREC algorithms, even if we
remove the queries for which RealNames was used, the com-
mercial engines still have a very large lead over the TREC
algorithms, and the results from our experiments will stand.
In all, it is quite safe to say that the commercial engines
are using algorithms that are more e�ective for the type of
queries used in this study.

Discussion
Analyzing some of the queries for which the TREC algo-
rithms fail, we �nd that the most common reason for their
failure is the presence of the query words with high fre-
quency in non-relevant pages. For example, for the query
\laguardia airport", the top ranked page (for the one-pass
algorithm) is the ight schedule page for Tompkins County
Airport (in Ithaca, NY, USA). This ight schedule contains

the query word \laguardia" some ten times and gets a very
high tf�idf based score. Similarly, for the query \american
Kennel club", the top ranked page is a list of dog clubs, many
of which have the query words in them. This list resides on
the site doghobbyist.com. This is an obvious problem with
keyword-based ranking systems, and we do see this problem
hurting the results from our TREC algorithms.
On an in-depth examination, we notice why the more ex-

pensive two-pass system is worse than the one-pass system.
For example, consider the query \horizon blue cross blue
shield"5. The one-pass system retrieves the relevant page,
www.bcbsnj.com, as the top ranked page. However, the �rst
pass also retrieves many health insurance/care related pages
in the top ten pages. In the query expansion step, this query
loses its focus on \horizon blue cross blue shield" and instead
becomes a general health insurance query, failing to retrieve
the desired page in the second pass. This loss of focus is
observed for many other queries in our set.
It is worth noting that many pages retrieved by the TREC

algorithms are quite relevant to the topic at hand. They
are just not the page the user was looking for in our ex-
periments. Under the TREC criteria for judging relevance,
many of these pages are \on topic" and will be judged rel-
evant. This would explain why under the TREC measure-
ments, the commercial engines do not show any advantage
over the TREC algorithms.

6. CONCLUSIONS
Searching the web accurately is becoming increasingly

critical as the web grows. In this study we have revisited
the question if link-based methods hold any advantage over
state-of-the-art keyword-based methods for searching a web
collection. For the type of queries used in the study: �nding
the web site of an entity, we observe that commercial search
engines that use some link-based ranking schemes outper-
form a modern keyword-based algorithm by a large margin.
Such queries are quite prevalent in web search. The results
from this study establish, for the �rst time, that for a cer-
tain type of queries, link-based ranking algorithms are in-
deed better than using a modern keyword-based algorithm.
Most previous studies that have done this comparison tend
to show otherwise. It would be interesting to extend this
work to other types of queries as well, for example to the
queries that seek high quality web sites on a certain topic.
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